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Abstract We review the recent studies of the photo-
isomerization dynamics of azobenzene and its deriva-
tives by surface hopping simulations based on
semiempirical potential energy surfaces. We examine
the ability of semiclassical methods to predict the excited
state dynamics and to reproduce transient spectroscopic
signals that constitute the most direct experimental evi-
dence in this field. We show that the available simulation
methods yield a deep insight into the mechanism of pho-
tochemical reactions and excited state decay, and a fairly
good quantitative agreement with experimental find-
ings. Probably the most important technical improve-
ments we can envisage concern the surface hopping
algorithm and the usage of ab initio data in the simu-
lation of transient spectra. Concerning azobenzene, our
results show that the isomerization mechanism is tor-
sion of the N=N double bond, both by n → π∗ and
by π → π∗ excitation. The influence of the solvent and
the findings of some recent femtochemistry experiments
deserve further work to be fully interpreted.
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1 Introduction

We have recently performed a set of computational
simulations of the photoisomerization dynamics of azo-
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benzene [1,2] and two of its derivatives [3,4] by means
of a trajectory surface hopping (TSH) method, coupled
with “on the fly” semiempirical electronic calculations.
Some of the simulations were also carried out by the
Full Multiple Spawning (FMS) method [2]. In this paper
we review the results of those studies and put them in
perspective, essentially with two aims: to offer a critical
evaluation of the TSH method, with focus on the simu-
lation of photoisomerizations and transient spectra, and
to discuss the recent experimental and theoretical find-
ings about azobenzene photochemistry.

First, we would like to set the approach we employed,
i.e. trajectory surface hopping with semiempirical
potential energy surfaces (PES), in the landscape of
methods for excited state dynamics. To run such calcula-
tions, one has to select the theoretical level to treat both
the electronic problem and the coupled nuclear-elec-
tronic dynamics. Moreover, one can choose to run the
electronic structure calculations preliminarily or during
the integration of the dynamics: the latter option, which
is ours, is labeled as “direct” or “on the fly.” We shall see
that our choices yield a rather good quantitative agree-
ment with experimental results and allow us to treat
chromophore and reactive centers such as azobenzene,
even when they interact with a much more extended
chemical environment. Our basic technique of nonadia-
batic trajectories, with on the fly semiempirical calcula-
tion of the electronic quantities, can be combined with
practically any recipe for the semiclassical treatment of
radiationless transitions and also with localized quan-
tum wavepacket calculations [2,5]. While the reparame-
terized semiempirical PES seem to be adequate for most
purposes, an integration with ab initio calculations may
be necessary to improve the accuracy of the computed
transient signals, generated by probe techniques such as
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Fig. 1 Azobenzene
photoisomerization and
excited state decay pathways

up-converted fluorescence, differential absorption and
especially for photoionization [6,7].

The photoisomerization mechanism of azobenzene
(see Fig. 1) has been debated for many years. Two path-
ways, N=N double bond torsion and N inversion, were
originally proposed for the isomerization, depending on
whether the excitation wavelength fell into the n → π∗
or π → π∗ band [8–12]. Recently, at least one more
internal coordinate, the symmetric NNC bending, has
been suggested to be important in the decay of excited
trans-azobenzene [13,14]. Our simulations [1] show that
the torsional pathway is dominant in all cases (cis →
trans or trans → cis photoisomerization, starting with
n → π∗ or π → π∗ excitation). We found similar results
for azobenzene derivatives in which the internal motions
were somewhat hindered [3,4]. The accuracy of the sim-
ulations on azobenzene itself is confirmed by the good
agreement with the measured photoisomerization quan-
tum yields and with the sub-ps decay times obtained
for the isolated molecule by time-resolved photoelec-
tron spectroscopy (TRPES) [15]. However, most of the
transient spectra were measured in solution [14,16–26],
finding non-exponential decays with longer decay times
(a few ps). Moreover, it is clear that the solvent viscos-
ity has a strong influence on the decay of the fluores-
cence [14] and on the quantum yields [8,9,27–32]. We
shall discuss the interpretation of such experiments and
the feasibility of accurate simulations of the transient
spectra by semiclassical methods.

2 Simulation methods

The choice of a simulation method for molecular dynam-
ics can be reduced to three basic issues: one is how to
treat the electronic problem (usually in a fixed
nuclei adiabatic or diabatic representation), and the

second is how to treat the nuclear dynamics, along with
its coupling to the electronic dynamics if required by the
physics of the process. The third issue is a very impor-
tant technicality, namely, whether to solve the electronic
problem beforehand or to do it “on the fly,” during the
integration of the dynamics.

Here, we shall focus on the nonadiabatic dynamics
that characterizes most of the photochemical reactions.
The need to take into account two or more electronic
states, with (quasi) degeneracies and large geometri-
cal distortions, restricts the choice of the computational
approach to multiconfigurational or valence bond meth-
ods. The most frequently used ab initio technique is
CASSCF and its variants, including perturbation cor-
rections. Semiempirical MO and VB methods have also
been used, in most cases with ad hoc parameterizations
for single compounds or classes of compounds, since the
standard parameter sets are only adequate for geom-
etries close to the ground state equilibrium, and are
not optimized for multiconfigurational treatments going
beyond the single excitation CI.

The representation of the nuclear dynamics relies
on a larger variety of methods (see for instance [33]).
Fully quantum mechanical (QM) treatments, based on
grid or static basis set representations of the nuclear
wavepackets, can be applied to small molecules (less
than 10 atoms) and for short propagation times (<1 ps).
Computationally demanding processes, such as multi-
ple pathway reactions, can limit even more severely
the applicability of such methods. Probably the most
powerful and versatile approach within this category is
the multi-configurational time-dependent Hartree (MC-
TDH) method [34,35]. For instance, numerically exact
MC-TDH calculations were recently performed on a
model Hamiltonian with 21 nuclear coordinates, repre-
senting five electronic states of the pentatetraene cation,
for a time interval of 120 fs [36].
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The most drastic approximations that are usually
introduced to avoid time and/or size limitations consist
in assuming the validity of classical mechanics for the
heavy particles or in reducing the dimensionality of the
problem by considering only a few internal coordinates.
The latter choice makes possible to treat larger systems,
but is only valid for short times, because it ignores the
energy transfer between different vibrational modes.
The methods based on classical trajectories are appeal-
ing first of all because of being computationally viable
also for large molecular systems and because the results
of such simulations are easily analyzed to yield informa-
tion about the reaction mechanisms and the nonadia-
batic dynamics (see for instance [37–39] on the methods
and [40] for recent applications in connection with con-
trol theory). We shall qualify these methods as semiclas-
sical, since they mix classical mechanics for the nuclei
and quantum mechanics for the electrons. This can be
done in many different ways, due to the intrinsic arbi-
trariness of the semiclassical ansatz. Any new proposal
in this field aims at reproducing more accurately the
full QM dynamics, which implies avoiding some typical
problems of internal consistency. In order to take into
account both the QM uncertainty principle and the ther-
mal distributions, one has to run many trajectories for
each simulated experiment, with a suitable sampling of
initial conditions.

A special status should be reserved for QM methods
that make use of traveling basis functions to represent
the nuclear wavepackets, as pioneered by Heller [41].
The FMS method [42] adapts a basis of traveling
Gaussian functions to the needs of the nonadiabatic
dynamics, reaching a very flexible compromise between
the accuracy of the results and the computational effec-
tiveness. For small systems and short times, it is possi-
ble to converge to almost exact results. When dealing
with more exacting problems (many coordinates, long
times), the accuracy is forcedly downgraded, but FMS
still exhibits the basic features of a quantum mechanical
treatment, at least concerning the nonadiabatic transi-
tions (see [2,5,43] for recent applications). However, in
these cases, FMS shares with the trajectory methods cer-
tain limitations, such as the need to perform several runs
with different initial conditions, sampled by a stochastic
algorithm: in fact, expanding the full vibrational wave-
packet at t = 0 would require unmanageably large basis
sets.

Whatever approaches are applied to solve the (sta-
tic) electronic problem and to describe the nonadiabatic
dynamics, these two steps can be performed separately.
In this case, the PES and other electronic quantities
(couplings, transition dipoles, etc.) are computed pre-
liminarily and must be represented in a suitable analytic

form. Decoupling the two problems has some advan-
tages: this is the most convenient way to run very long
simulations or to perform several computational experi-
ments with different methods or initial conditions. How-
ever, when dealing with (near) degeneracy situations,
such as conical intersections, finding analytical expres-
sions for PES and couplings becomes a rather difficult
task, usually solved by resorting to effective electronic
Hamiltonians in a (quasi) diabatic representation
[44,45]: a typical application is our treatment of azome-
thane photoisomerization and photodissociation [46,47].
For large molecules, a sufficiently complete sampling of
the internal coordinate space with ab initio calculations
can be totally unpractical, because the required number
of single point calculations increases exponentially with
the dimensionality of the problem. The alternative is
offered by “direct” methods, whereby the electronic
problem is solved “on the fly,” i.e., during the integration
of the dynamical equations. The direct approach is ide-
ally suited for semiclassical dynamics, which only needs
one electronic calculation for each time step, whereas
the non-local character of quantum mechanics in prin-
ciple would require the knowledge of the whole PES.
However, the QM methods that make use of localized
traveling basis functions, such as FMS, can also exploit
the direct approach by introducing suitable approxima-
tions [2,5,42,43].

Direct dynamics can be computationally very
demanding, since it requires K · NS · NT electronic cal-
culations, where NS is the number of time steps and
NT is the number of trajectories. The factor K is 1 for
semiclassical methods and NB ≤ K ≤ NB(NB + 1) in
FMS, where NB is the number of traveling basis func-
tions. Ab initio direct dynamics for excited states has
been pioneered by the research groups of Robb [48],
Morokuma [49], Martínez [15,42], and others, and is
nowadays quite a viable strategy with significant applica-
tions already demonstrated [50] and standard software
available [51].

The search for computationally efficient alternatives
has turned to semiempirical methods, either in VB [52]
or MO–CI [53,54] schemes. The latter benefit from a
long experience in the application to a large variety of
compounds, mainly in the ground state but also in ex-
cited states, usually near the equilibrium geometry. In or-
der to represent correctly bond breaking processes and
orbital degeneracies, we introduced floating occupation
numbers that depend on the MO energies (FOMO–
SCF) and therefore on the molecular geometry [53].
The electronic wavefunctions are of CI type. Within
this scheme, analytic energy gradients and nonadiabatic
coupling matrix elements have been implemented by
the Z-vector technique [3], put forward by Patchkovskii
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and Thiel [55], whereby the cost of the coupled per-
turbed HF calculation is practically independent of the
number of coordinates.

Large systems, where one can distinguish a chemi-
cally interesting core (chromophore and reacting cen-
ter), embedded in a relatively inert environment, can be
treated by QM/MM techniques. In our case [56,57], the
core (QM) subsystem is treated at semiempirical level,
and the environment by a standard Molecular Mechan-
ics (MM) force field, such as AMBER [58] for biochem-
ical matrices or the flexible SPC model [59] for water
molecules. It is important to note that the electrostatic
potential generated by the MM charges is included in the
semiempirical Hamiltonian, so that the QM subsystem
is polarized in a state-specific way, and the PES crossings
are correctly displaced in geometry and energy [56]. The
covalent bonding between QM and MM atoms is han-
dled by an extension [3,57] of the “connection atom”
approach of Antes and Thiel [60].

Our direct semiempirical or QM/MM approach to
excited state dynamics has been implemented in the
development versions of the MOPAC package [61]. It
goes with a TSH dynamics [54], based on Tully’s “few-
est switches” algorithm [37,62], whose basic features
and performance will be critically examined in the next
section. Our implementation can be easily modified to
accommodate other semiclassical models and has been
coupled with the FMS method in collaboration with
Martínez et al. in Urbana [2,5,43].

To conclude this section, we note that the boundary
between direct and non-direct methods for the dynam-
ics is not as clear-cut as it might to be thought. In fact,
the preliminary work needed before starting a dynami-
cal calculation cannot be completely avoided even with

ab initio methods: some tests to choose basis sets and
other options are normally performed. With semiem-
pirical methods, one has to optimize at least partially
a set of parameters, and this operation does not dif-
fer, in principle, from the determination of an effective
Hamiltonian matrix with an arbitrary analytic expression.
What makes the semiempirical approach preferable is
its connection with an explicit form of the electronic
wavefunctions, which determine the nonadiabatic cou-
plings and other relevant matrix elements, and a certain
degree of transferability of the optimized parameters.
For instance, in the case of azobenzene [1], we made
use of parameters already optimized for the benzene
molecule and only readjusted those of the N atoms.

3 Azobenzene: photoisomerization mechanism
and quantum yields

In this section, we compare the experimental and simu-
lation results concerning the photodynamics of azoben-
zene. Historically, the first interesting clues about the
photoisomerization mechanism of azobenzene were its
quantum yields [8,9,27–32], obtained in different sol-
vents by excitation into the first two absorption bands,
n → π∗ (S1 state) and π → π∗ (S2 −S4). Table 1 collects
the quantum yields measured by many groups in differ-
ent conditions, during about half a century of research
(only some data concerning the π → π∗ excitation of
CAB, originally obtained by Bortolus and Monti [30]
and later corrected by the same authors [32], have been
discarded). Although the variety of sources does not
warrant a perfect consistency of the data, two trends are
quite well established: the cis → trans quantum yield

Table 1 Quantum yields for the azobenzene photoisomerization as functions of solvent polarity and viscosity, and simulation results

Exc. band Polaritya Viscosityb �trans→cis �cis→trans Refs.

π → π∗ Low Low 0.09–0.13 0.40–0.44 [8,27–30,32]
Medium Low 0.12 0.40 [30,32]
High Low 0.16 0.35 [30,32]
Protic Low 0.10–0.22 0.30–0.50 [9,29–31]
Low High 0.05 0.40 [28]
Protic High 0.03–0.05 0.50 [28]
TSH simulations, no solvent 0.15 ± 0.02 0.48 ± 0.03 [1]

n → π∗ Low Low 0.21–0.28 0.40–0.56 [8,27–30,32]
Medium Low 0.24–0.26 0.58–0.69 [30]
High Low 0.31 0.46 [30]
Protic Low 0.20–0.36 0.42–0.63 [9,29–31]
Low High 0.18 0.60 [28]
Protic High 0.23–0.42 0.53 [28]
TSH simulations, no solvent 0.33 ± 0.03 0.61 ± 0.03 [1]
FMS simulations, no solvent 0.46 ± 0.08 0.68 ± 0.11 [2]

aSolvent polarity: low, dielectric constant ε < 4; medium, 4 < ε < 10; high, ε > 10, nonprotic solvent
bSolvent viscosity: low, η < 3 mPa·s; high, η > 100 mPa·s
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�cis→trans is in all cases larger than the trans → cis one,
�trans→cis, and the quantum yields, especially �trans→cis,
are higher if one excites within the n → π∗ band than
within the π → π∗ one. The former observation is eas-
ily explained by the relative stability of the two isomers,
CAB being about 12 kcal/mol higher than TAB [63]:
this difference reflects in the slopes of the excited state
PES. The dependence of the quantum yield on the ini-
tial excited state is an obvious violation of Kasha’s rule.
No clear dependence on the wavelength, within each
of the n → π∗ and π → π∗ bands, has been found
[27,31]. For several years, the most popular explanation
of these observations, originally put forward by Rau [8],
was that in S1 and in S2 two different isomerization
mechanisms would be active, namely N-inversion and
N=N double bond torsion, respectively. This hypothesis
was reinforced by the finding that supposedly “rotation-
locked” azobenzene derivatives are able to isomerize,
and actually their quantum yields for π → π∗ excitation
are enhanced with respect to azobenzene itself [8–10].
Also, the pioneering theoretical work of Monti et al. [64]
with a minimal basis set supported this interpretation.

Later calculations [65–68] took into account more
electronic states (at least two π → π∗ states are needed
for a correct interpretation of photochemistry) at better
ab initio levels (CASSCF and MRCI with at least dou-
ble-zeta basis sets). It was then shown that the inversion
pathway is only viable in the n → π∗ S1 state, and the
torsional one is energetically favored in both S1 and
S2. A conical intersection between the S0 and S1 PES
was located near the minimum of S1, at the rotamer
geometry (CNNC dihedral angle of about 95◦). More-
over, Diau showed that a conical intersection
between S0 and S1 can also be reached by a symmet-
ric NNC bending motion, although at slightly higher
energies [13]. Our semiempirical FOMO–SCF–CI cal-
culations [1] were able to reproduce with good accuracy
all these features, although some of the most recent the-
oretical results were not yet available when the repa-
rameterization was performed (namely, those by Diau
and Orlandi et al. ). It was then possible to perform
more thorough explorations of the PES, showing that the
rotameric and the symmetric bending conical intersec-
tions belong to the same crossing seam, which can be
reached from the Franck–Condon region by combining
the two internal motions. Figure 2 is a polar plot showing
the essential features of the S1 PES and of its crossings
with the two neighboring states, as a function of the
CNNC and NNC angles.

It should be stressed that the sheer knowledge of the
PES is not sufficient to prove that the torsional mech-
anism is quite dominant in the photoisomerization, nor
what mixture of torsion and symmetric bending is most
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Fig. 2 S1 potential energy surface of azobenzene by the semiem-
pirical FOMO–SCF–CI method and average trans → cis trajecto-
ries. The radial coordinate in the polar plot is the complement to
180◦ of one NNC angle, and the angular coordinate is the CNNC
dihedral. The distance between the contour lines is 0.1 eV and
some lines are marked with energy values (eV) relative to the TAB
equilibrium geometry in the ground state. Most of the plot shows
the minimal energy PES of S1 (all other coordinates, including the
other NNC angle, having been optimized), but in the proximity of
the Franck–Condon points the PES goes up to the vertical transi-
tion energy, for a more realistic picture of the photoprocess. The
Franck–Condon points are marked by light blue dots (trans and cis
isomers on the left and right hand sides, respectively). The dark
blue dots mark the conical intersection between S1 and S2 and the
blue line is the S0–S1 crossing seam. The green line is the minimum
energy path along the torsional coordinate in S1. Two average tra-
jectories were obtained by averaging the CNNC and both NNC
angles over all reactive trajectories (i.e., those starting from TAB
and ending at CAB). The trajectories relative to n → π∗ and to
π → π∗ excitation are shown in the upper and in the lower half
circles, respectively. A red line is used until more than half of the
individual trajectories run on one of the excited PES (S1, most of
the time), and a light blue line when most trajectories are in S0

effective in the decay of the S1 state. Even less could
one explain why the n → π∗ excitation leads to photo-
isomerization with a probability that is almost double
than in the π → π∗ case. The answers were sought
by running simulations of photodynamics for the four
cases: starting from the cis or trans isomers and with
n → π∗ or π → π∗ excitation [1]. The TSH simulation
results, obtained for an isolated molecule, are in rather
good agreement with experiments (see Table 1): they are
close to the upper end of the range of quantum yields
obtained with nonpolar low-viscosity solvents.

The mechanism is essentially torsional in all four
cases. Figures 2 and 3 show only the trans → cis conver-
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Fig. 3 Ten representative trajectories for the n → π∗ and for the
π → π∗ excitation. Same polar plots as in Fig. 2, but individual
trajectories are shown have been used instead of averages. The
radial coordinate is here defined as the complement to 180◦ of the

larger of the two NNC angles, in order to bring out trajectories
that approach the inversion pathway. Blue, red and light blue lines
are used for the portions of each trajectory running in S2 − S3, S1,
and S0, respectively

sion. In Fig. 2 we have drawn two average trajectories,
for n → π∗ and π → π∗ excitation: here the CNNC
dihedral (angular coordinate in the polar plot) and both
NNC angles (together) are averaged over all the reac-
tive trajectories (i.e., those leading to isomerization). In
Fig. 3 we show a set of ten representative trajectories
for each of the two excitation bands, without averag-
ing; in this case the larger of the two NNC angles is
taken, at each time step, in order to bring out the N-
inversion mechanism. The first figure shows that initially
the NNC angles tend to open in the S1 PES and then
the trajectories follow the minimum energy path along
the torsional coordinate. This is due to the difference in
the NNC equilibrium values for the relevant
electronic states: 117◦ in S0 and 132◦ in S1. By n →
π∗ excitation, the NNC symmetric bending coordinate
oscillates in phase for all trajectories and such oscilla-
tions are well represented by the average trajectory: as a
consequence, they should be experimentally detectable.
In the case of π → π∗ excitation, a fast decay to S1
takes place (∼0.1 ps), therefore each trajectory starts
on the S1 PES, close to the S1 − S2 conical intersec-
tion (NNC � 112◦) with a different delay: the NNC
oscillations then disappear in the average. However, in
Fig. 3, we can see that the NNC angle undergoes even
wider oscillations by π → π∗ than by n → π∗ excita-
tion, because more energy is available and the start-
ing point on the S1 PES is located further from the
NNC equilibrium value (S1 − S2 conical intersection

versus Franck–Condon point). Therefore, the crossing
seam between S0 and S1 is reached earlier by π → π∗
excitation, with CNNC angles closer to the geometry of
the initial isomer. As a result, the π → π∗ quantum
yields are lower than the n → π∗ ones, although qual-
itatively the reaction mechanism is the same. It should
be noted that the majority of trajectories hop to S0
before reaching the midpoint along the torsional path-
way, i.e., the top of the barrier in S0, even when starting
in S1: in fact, the angular momentum gathered along
the torsional coordinate before the nonadiabatic tran-
sition is another important factor that determines the
quantun yields (see the statistical analysis in Ref. [1]).
Figure 3 also shows that, once the molecule has reached
the ground state with a large excess of vibrational en-
ergy, the pathway it follows is much less constrained and
N-inversion becomes a viable option: in fact, many tra-
jectories approach rather close to the linear N–N–C
geometry (center of the polar plot). However, it should
be reminded that a full inversional pathway would just
be a straight line from left to right in the polar plot,
whereas the computed trajectories follow the torsional
pathway with symmetric NNC oscillations during the
whole geometrical relaxation in S1, which determines
the quantum yield and takes a larger part of a isomeri-
zation time.

We obtained similar results [3] by simulating the trans,
trans → cis, trans photoisomerization of 2,19-dithia
[3.3](4,4′)-trans-diphenyldiazeno<2>phane (2S-ABP),
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a compound with two stacked azobenzene moieties
connected by –CH2–S–CH2– bridges, experimentally
studied by Rau and Lüddecke [8] and more recently
by Diau et al. [69]. The distinctive feature of this sys-
tem is that the quantum yields are equally high for
both by n → π∗ and π → π∗ excitation. According
to the simulation results, the steric constraints that dis-
tinguish 2S-ABP from azobenzene do not change sub-
stantially the isomerization mechanism: pure torsion
prevails in the excited state, i.e., in the first half of the
reaction pathway, and a mixture of torsion and inversion
is observed after reversion to the ground state (com-
pare Fig. 3 in this work with Fig. 6 in Ref. [3]). The
stacking of the phenyl rings in 2S-ABP results in tor-
sion of the N–C bonds, concerted with that of the N=N
bond and such that both rings of the isomerizing azo-
benzene moiety remain as parallel as possible to those
of the other one (a sort of double crank motion). The
computed quantum yields for 2S-ABP excitation in the
n → π∗ and π → π∗ bands were almost equal, as in
the photoisomerization experiments, but much lower:
about 0.07 instead of 0.21–0.24. This disagreement may
be partly due to the fact that one of the two azoben-
zene moieties cannot isomerize, because it is treated by
a ground state force-field in a QM/MM approach. Also,
the torsional potential of the phenyl rings around the
N–C bonds may be too rigid and hinder the crank motion.
Finally, as we shall discuss below, the surface hopping
method may overestimate the radiationless transition
rates, so biassing the competition between excited state
decay and isomerization.

The surface hopping simulations of the photoisomer-
ization of azobenzene by n → π∗ excitation were val-
idated by comparison with FMS calculations using the
same semiempirical PES [2] (see also Table 1). The FMS
results confirmed that the quantum yields are deter-
mined by the competition between the nonadiabatic de-
cay, which causes the reversion to the initial isomer if
it occurs too early, and the forward motion along the
torsional coordinate, leading to isomerization. Accord-
ing to FMS, the balance is slightly more favorable to
the isomerization, so the quantum yields are higher
than those obtained by TSH. Again, one may attribute
this discrepancy to a bias of TSH towards faster ex-
cited state decay, apparently connected with a lack of
internal consistency of the method. The fewest switches
algorithm for surface hopping [37,62] was devised to
distribute the trajectories among the electronic states
according to the state probabilities, computed by solv-
ing the electronic time-dependent Schrödinger equa-
tion (TDSE). However, the actual state populations can
differ from the computed probabilities for at least two
reasons, which will be more closely investigated in a

forthcoming paper [70]. One source of inconsistency is
frequently referred to as the “frustrated hops” problem
[71–73]. A frustrated hop occurs when the trajectory
should jump from a lower to a higher PES, but the nu-
clear kinetic energy is smaller than the potential energy
gap, so that the energy conservation cannot be enforced
by reducing the nuclear momenta. In that case, the most
usual option is to give up hopping, as we do in our simu-
lations: this choice has been recently supported by theo-
retical considerations and numerical tests [73]. There is
a less commonly recognized source of disagreement be-
tween state populations and computed probabilities. An
assumption underlying the fewest switches algorithm is
that the computed state probabilities are the same for all
trajectories starting with the same initial conditions. In
fact this is approximately true in some simple systems or
models, for instance when an avoided crossing between
excited states can be crossed only once as in direct photo-
dissociations. On the contrary, the photoisomerization
of a large polyatomic system normally goes through a
strong interaction region, at or near a conical intersec-
tion, that is also close to the minimum of the excited
state PES, as in the case of azobenzene. Then, till the
system is in the excited state, it is attracted towards the
interaction region and the transition probability tends to
be high. After hopping to the ground state, instead, the
trajectory runs downwards, towards regions where the
ground to the excited state energy gap is larger and the
transition probability much smaller. As a consequence,
the computed state probabilities are very different func-
tions of time for trajectories that have undergone a hop
and for those that have not. A quantitative analysis [70]
shows that the excited state populations, computed with
the fewest switches algorithm, in such cases tend to be
depleted faster than expected on the basis of the com-
puted average probabilities, even discounting the effect
of frustrated hops. One may thus suspect that the inter-
nal conversion times, as computed by surface hopping,
tend to be too short.

4 Azobenzene: time-resolved spectroscopy

The most direct experimental information about the ex-
cited state and isomerization dynamics is gained through
several techniques for detecting transient spectra: fluo-
rescence [14,23], differential absorption [17–19], IR and
Raman [20,22], and photoionization [15] have all been
applied to azobenzene. It should be kept in mind that
none of the transient signals is simply proportional to the
excited state population, when the geometrical relaxa-
tion and the electronic state decay have similar time
scales, so that their effects on the spectral properties do
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mix. As a consequence, different detection techniques
yield significantly different decay times. For instance,
longer fluorescence wavelengths correspond to longer
lifetimes, because the excited wavepacket moves in time
towards lower regions of the excited PES, with smaller
S0 − S1 energy gaps. The difference between the excited
state populations, as computed by our simulations, and
the experimental transients is well illustrated in the case
of n → π∗ excitation of TAB: the S1 population remains
very close to 1 during the first 150 fs [1], while all kinds
of transients have been successfully fitted by one or two
exponentials. The decay of the excited state is delayed
because a rotation of the CNNC dihedral by about 70◦ is
needed to reach the strong interaction region and start
the hops (the same is found with FMS simulations [2]).
It is thus necessary to simulate directly the experimental
time-dependent spectra, in order to validate the compu-
tational results, and to relate the experimental data with
the detailed description of the excited state dynamics:
without establishing such a relationship, the interpre-
tation of many interesting experiments would remain
largely hypothetical.

Here we shall focus on the time-resolved fluores-
cence results, because they are more easily simulated
than absorption or photoelectron spectra, as we shall
discuss at the end of this section. In all cases, the rele-
vant physical quantities are computed as averages over
the NT trajectories that have been run. In fluorescence
simulations, the time-dependent total emission rate is
defined as

Ftot(t) = 1
NT

NT∑

i=1

Li−1∑

K=0

ALi→K, (1)

where i numbers the single trajectory, Li is the current
electronic state at time t for the i-th trajectory, and
ALi→K is the Einstein coefficient for the transition to
a state K lower than Li:

AL→K = 4(EL − EK)3µ2
LK

3h̄4c3
. (2)

Besides the current state index Li, the electronic en-
ergy differences EL − EK and the transition dipoles
µLK too depend on time through the molecular geom-
etry. The time-dependent fluorescence spectrum F(λ, t)
is obtained in the same way, but selecting the transitions
with EL − EK = hc/λ, within a certain tolerance �E:

F(λ, t) = 1
2NT�E

NT∑

i=1

Li−1∑

K=0

ALi→Kf (EL − EK, λ). (3)

Here the factor f is 1 for |EL − EK − hc/λ| ≤ �E and
is 0 otherwise. The steady-state spectrum and the fluo-
rescence quantum yield are obtained as time-integrated

Fig. 4 Simulated steady-state fluorescence spectra of TAB: full
lines π → π∗ excitation; dashed lines, n → π∗ excitation; dotted
lines, π → π∗ excitation, contributions from the S2 and S3 states
(together) and from S1

quantities:

F(λ) =
∞∫

0

F(λ, t)dt (4)

�f =
∞∫

0

Ftot(t)dt. (5)

In practice, the integrals are replaced by summations
over the time steps at which we calculate the transi-
tion dipoles. For the quantum yield, we also add a small
correction for times beyond the stopping time of all tra-
jectories (tmax = 1 ps), computed on the basis of an
exponential fit of Ftot.

By π → π∗ excitation of TAB in hexane, Fujino et
al. [23] observed two fluorescence bands, peaked at ∼390
and 6–700 nm, that were easily assigned to the S2 → S0
and S1 → S0 transitions, respectively. They evaluated
the emission quantum yields �f for each band on the
basis of the measured lifetimes and absorption oscilla-
tor strengths, and obtained 2.5 × 10−5 for the π → π∗
band and 7.5 × 10−7 for the n → π∗ one. In Fig. 4 we
show the computed steady-state spectrum, which is very
similar to the experimental one [23]. In the same fig-
ure, we also show the contributions of emission from
the π → π∗ states (S2 and S3, grouped together), and
from the n → π∗ one, S1. The latter presents a max-
imum, in coincidence with the long wavelength queue
of the π → π∗ band, which could not be separated
from it by the analysis of the experimental data. In fact,
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this is a short lifetime feature produced just after the
S2 → S1 surface hopping in the neighborhood of the
S2 − S1 conical intersection: given the quasi-degeneracy
of the PES and the mixing of the electronic wavefunc-
tions, it would be difficult to distinguish the emission
of the two states. On the other hand, because of the
breakdown of the Born–Oppenheimer approximation,
in such situations one should not attach too much sig-
nificance to the adiabatic state labeling. Therefore, we
have separated the computed emission bands just on
the basis of wavelength, setting the boundary at 480 nm.
In this way, the computed quantum yields were �f =
5.9 × 10−5 for the π → π∗ band and 2.3 × 10−6 for the
n → π∗ one. Since our simulations are based on transi-
tion dipole moments computed semiempirically, without
taking care of such quantities in the parameterization,
we may be satisfied with reproducing the experimen-
tal results within an order of magnitude. However, it
should be noted that also the experimental estimates of
the quantum yields, based on the oscillator strengths for
absorption, are grossly approximated: given the fast geo-
metrical relaxation that follows excitation, there is no
reason to expect a close relationship between the emis-
sion and the absorption bands. This is especially true
for the n → π∗ transition, which is symmetry forbid-
den at the C2h equilibrium geometry of TAB: the transi-
tion dipole for emission at strongly distorted geometries
can be substantially larger than that for the absorption,
which depends on the amplitude of the ground state
vibrational motions. In fact, the ratio of the areas of the
π → π∗ and n → π∗ emission bands, shown in Fig. 3 of
Ref. [23], is about 20, while that between the estimated
quantum yields is about 30. For the computed quantum
yields, we find a ratio of 25.

We fitted the decay of the π → π∗ fluorescence (λ <

480 nm) by a linear combination of two independent
exponentials: we obtained a lifetime τ1 = 94 fs for the
main component, and a minor component (7%) with
τ2 = 524 fs, in good agreement with the experimen-
tal finding (110 fs). For the n → π∗ fluorescence (λ >

480 nm) we applied the consecutive decay law F(t) ∝
exp(−t/τ2) − exp(−t/τ1) and obtained τ1 = 79 fs and
τ2 = 416 fs (again in agreement with the experimental
value of 500 fs). The time-dependent emission rates and
state populations are shown in Fig. 5. We note that the
ratio between the long wavelength emission and the S1
population increases in time, because of the dependence
of the S0 − S1 transition dipole on the CNNC twisting
and other geometrical distorsions.

By n → π∗ excitation of TAB in DMSO, Satzger et
al. [25] registered the fluorescence spectrum and
obtained �f = 3.2 × 10−6, again on the basis of the
measured lifetimes and of the absorption spectrum. The

Fig. 5 Simulated decay of fluorescence and state populations,
with π → π∗ excitation. The emission rates are normalized in
order to be comparable with the populations

simulated spectrum, shown in Fig. 4, agrees very well
with the experimental one, and so does the computed
quantum yield, �f = 2.7 × 10−6. We note that the com-
puted �f for emission with λ > 480 nm is only slightly
smaller by π → π∗ than by n → π∗ excitation, while the
influence of the excitation wavelength on the photoiso-
merization quantum yields is much more pronounced.
This can be understood, considering that the emission
takes place during all the time spent by the wavepacket
on the S1 PES at geometries where the S0 −S1 gap is still
rather large, whereas the photoisomerization occurs if
the internal coordinates and nuclear momenta are favor-
able at the time of the S1 → S0 transition. Now, the kind
of excitation affects more the geometry at which the
molecule hits the S0 − S1 crossing seam (torsion ver-
sus symmetric bending) than the S1 lifetime. We note
that the experimental estimates of �f given by Fujino
et al. [23] for the π → π∗ excitation and by Satzger et
al. [25] for the n → π∗ one differ by a factor ∼4, which
may be due to other differences in the experimental
conditions and/or in the data analysis.

Almost all emission or absorption transients of azo-
benzene in various solvents were adequately fitted by
two- or three-exponential laws [14,16–26]. For instance,
for TAB in DMSO, Satzger et al. [25] found two main
components with τ1 = 0.34 ps and τ2 = 3.0 ps. Our
computed time-dependent fluorescence can be fitted by
a single exponential with τ = 0.26 ps (see Fig. 6). Diau
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Fig. 6 Simulated decay of fluorescence and S1 state population
with n → π∗ excitation. The emission rate is normalized in order
to be comparable with the state population

et al. examined the dependence of the lifetimes on the
emission wavelength [24] and on the solvent viscosity
[14]. They fitted the fluorescence transients by a con-
secutive decay law in order to represent schematically a
two-step mechanism taking place in the S1 surface. With
hexane as a solvent, they obtained τ1 ranging from 160 to
275 fs in the interval of wavelengths 550–732 nm, while τ2
goes from 0.78 to 1.56 ps. By considering spectral inter-
vals of 100 nm centered at λ = 500, 600, and 700 nm, we
obtain lifetimes of 175, 249, and 275 fs, respectively. As
already observed, the λ dependence of the lifetimes is
easily interpreted: in fact, longer wavelengths are emit-
ted later, when the wavepacket reaches lower regions in
the S1 PES. Overall, our results agree with the short-time
components of Refs. [24,25], but we miss the long-time
component. This is probably due to the effect of the
solvent that may hinder the large amplitude motions, in
particular the CNNC torsion, needed to reach the fun-
nel. Of course, the specific drawbacks of TSH and any
inaccuracy of the PES may also play a role.

The nature of the solvent affects both the photoiso-
merization quantum yields (see Table 1) and the
lifetimes [14]. Diau et al. compared the decay of TAB
fluorescence by n → π∗ excitation in hexane and in
ethylene glycol. They also measured the time-depen-
dent fluorescence anisotropy r(t), and distinguished a
fast component, characterized by an anisotropy param-
eter that is close to the theoretical maximum (r = 0.4)

and constant in time, and a slow component. One life-
time τslow fits the decay of both intensity and anisotropy
for the slow component: F(t) = F(0)exp(−t/τslow) and
r(t) = (r0 − r∞)exp(−t/τslow) + r∞. In hexane, the fast
lifetime τfast goes from 120 to 330 fs, depending on the
excitation and fluorescence wavelengths, and τslow goes
from 0.6 to 2.0 ps. In the more viscous solvent, the fast
component is biexponential and all the times are much
longer: τfast,1 = 0.35 − 0.65 ps, τfast,2 = 3.1 − 3.6 ps,
τslow = 20 − 24 ps. The weight of the slow component,
quite substantial in hexane solution (24–49%), is only
3% in ethylene glycol: apparently the high viscosity al-
most suppresses the decay of the fluorescence anisot-
ropy, i.e., it prevents the reorientation of the transition
dipole before emission. The authors interpreted these
findings by assuming that two distinct pathways contrib-
ute to the excited state decay: the first mechanism is fast,
does not change the orientation of the transition dipole
and is moderately affected by the solvent viscosity; while
the other one is slower, leads to fluorescence depolar-
ization and is strongly inhibited by viscous solvents. The
two mechanisms were tentatively identified with double
symmetric inversion and with torsion, respectively. We
plan to run simulations of azobenzene in different sol-
vents, by the QM/MM variant of our method, to investi-
gate the influence of solute–solvent interactions on the
excited state dynamics, quantum yields, lifetimes and
fluorescence depolarization. As to the last issue, any at-
tempt to provide a theoretical interpretation requires
the determination of the direction of the transition di-
pole for the n → π∗ absorption, which is symmetry for-
bidden in TAB. An ab initio study currently in progress
[74] has shown that the most effective internal coordi-
nates in making the transition vibronically allowed are
the torsions of the phenyl groups around the N–C bonds
and, to a lesser extent, the CNNC torsion. The transition
dipole lies in the CNNC plane and makes an angle of
about 45◦ with the N–N axis. By increasing the CNNC
torsion, the dipole tends to align with the N–N axis, so
the identification of this coordinate as responsible for
the depolarization is plausible.

The role of solvents in slowing down the internal
conversion is indirectly confirmed by the TPRES experi-
ment of Schultz et al. [15], showing no longtime com-
ponents in the decay of an isolated molecule. By using
an excitation wavelength of 330 nm (π → π∗ band), the
authors found two TRPES signals. The first one decays
with a lifetime of 420 fs and its energy corresponds to the
S3/S4 → D2/D3 transitions (from two almost degener-
ate states of TAB to the second and third excited states
of the TAB+ ion), but also to S1 → D0. The former
assignment was preferred by Schultz et al. because they
did not detect any delay in the appearance of the TRPES
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band, and the S3/S4 states can be directly populated by
330 nm light absorption. However, the relatively long
lifetime and the coincidence of the transition energies
supports a partially different interpretation, namely that
also the S1 → D0 transition contributes to this signal.
The second TRPES signal has a lifetime of 170 fs and is
energetically compatible with the S2 → D0 transition,
which appears to be the most likely assignment.

Simulation of TRPES for large molecules is quite
a demanding task [75]. The most important ingredient
is the photoabsorption cross section σ for the relevant
bound-free electronic transitions, which involve the ex-
cited states of the neutral molecule and possibly more
than one electronic state of the ion. Also, one needs to
evaluate the ionization quantum yields, �i. Both quan-
tities, σ and �i, are functions of the molecular geome-
try and of the photon energy: they depend sharply on
the excess energy, i.e., the kinetic energy of the outgo-
ing electron, ET = hv − �E, where �E is the energy
difference between the ion state and the neutral one.
The photoabsorption cross sections can be computed
by ab initio methods, but it would be computationally
inconvenient to do it every few time steps for many tra-
jectories. Valuable results can be obtained by assuming
that σ and �i are step functions, vanishing for �E < 0
and constant for �E > 0 [6,76]. However, consider-
able improvements with respect to this oversimplified
model can be achieved by resorting to a mixed semiem-
pirical/ab initio treatment [7]. With a suitable reparam-
eterization, the ion energies and therefore the excess
energy ET can be computed at semiempirical level for
a very large number of time steps. The knowledge of σ

and �i as functions of ET and of the most important
internal coordinates, based on a limited number of ab
initio calculations and on empirical information, allows
one to simulate the TPRES experiments. By computing
also the anisotropy parameters of the outgoing electron,
one would also access the time-resolved photoelectron
angular distributions, a kind of experimental informa-
tion that can provide valuable insight on the excited
state dynamics, especially for partially aligned molecu-
lar samples [75,77].

The absorption spectra are more easily computed
than the photoelectron ones. Still, one needs a suffi-
ciently complete determination of higher energy
electronic states that do not have part in the dynam-
ics. Moreover, an important contribution to absorption
comes from the hot ground state molecules, so an accu-
rate simulation would require extensive knowledge of
the transition dipoles as functions of the internal coor-
dinates that may undergo large amplitude motions. This
is well illustrated by our simulations of the cis → trans
photoisomerization of a supramolecular system com-

posed of an azobenzene chromophore connected with
two cyclooctapeptides. Vollmer et al. [78] have shown
that this compound can exist in two isomeric forms: cis,
with the two peptide rings coupled by eight hydrogen
bonds, and trans, whereby the two rings are disconnected
(see also the computational study of Qu et al. [79]). The
two isomers have quite different self-assembling prop-
erties and can be photoconverted into each other using
light of the appropriate wavelengths. We took this as
an example, among many other photoswitchable supra-
molecular systems (see Ref. [80] for a recent review),
to study how the photoisomerization is hindered by spe-
cific interactions not directly affecting the chromophore.
We found that the cis → trans conversion occurs in a
very short time (∼0.2 ps) and with a high quantum yield
(0.59), as in azobenzene itself. However, immediately
after the isomerization, the peptide rings remain cou-
pled, and the azobenzene moiety is strongly distorted
with respect to the free trans geometry. The hydrogen
bonds start to break, with the assistance of the neigh-
boring water molecules, in a much longer time scale (the
process is far from complete after 1.5 ps). During this
time, the azobenzene chromophore, now in the ground
electronic state, transfers the excess vibrational energy
to the environment and slowly approaches its equilib-
rium geometry. Our preliminary simulations of the tran-
sient absorption spectrum indicate that the hot ground
state rearrangement process could be easily monitored
experimentally, because the n → π∗ band at distorted
geometries is much stronger than at equilibrium.

5 Concluding remarks

In this paper we have considered the photoisomeriza-
tion of azobenzene as a case study, and we have shown
that a convincing description and explanation of the ex-
cited state dynamics can only be obtained by combining
all the information gained by classical photochemistry
and femtochemistry experimental techniques, by ab ini-
tio calculations and by computer simulations of the ex-
cited state dynamics. Using state-of-the-art technology,
the simulations can be carried out by trajectory surface
hopping techniques or, with a substantially heavier com-
putational effort, by the FMS method. In both cases, the
direct strategy allows one to run the dynamics with all
the nuclear degrees of freedom, so circumventing the
very cumbersome task of preparing analytic PES and
coupling functions. Simulations performed with ab ini-
tio direct methods for a molecule of this size are feasible
[15], but they are subject to severe limitations in prac-
tice, because of their computational burden. Resorting
to semiempirical methods, in combination with Molec-
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ular Mechanics to represent the chemical environment,
seems to be nowadays the best compromise. The semi-
classical/semiempirical approach has been able to rep-
resent correctly the mechanism and quantum yields of
the photoisomerization of azobenzene in various cir-
cumstances [1–4]. Improvements of both the surface
hopping algorithms and of the semiempirical PES can
be envisaged and may be necessary in order to obtain
a more accurate simulation of time-dependent experi-
mental spectra. This is an important goal, both to vali-
date the results of the simulated dynamics, and to reach
a full understanding of the experimental results. For rea-
sons depending mainly on the kind of electronic tran-
sitions involved, the fluorescence spectra are the most
easily reproduced, even at semiempirical level. A satis-
factory study of fluorescence depolarization, differential
absorption or photoelectron spectroscopy will require
the use of information derived from ab initio calcula-
tions, as already demonstrated on smaller systems [7].
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